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Abstract
The force and position data used to construct models of limb impedance are often obtained from closed-loop experiments. If the system is tested in a stiff environment, it is possible to treat the data as if they were obtained in open loop. However, when limb impedance is studied in a compliant environment, the presence of feedback cannot be ignored. While unbiased estimates of a system can be obtained directly using the prediction error method, the same cannot be said when linear regression or correlation analysis are used to fit nonparametric time- or frequency domain models. We develop a prediction error minimization based identification method for a nonparametric time-domain model augmented with a parametric noise model. The identification algorithm is tested on a dynamic mass-spring-damper system, and returns consistent estimates of the system’s properties under both stiff and compliant feedback control. The algorithm is then used to estimate the impedance of a human elbow joint in both stiff and compliant environments.
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I. Introduction
System identification, the construction of mathematical models of dynamic systems from input/output measurements, has been extensively used to characterize limb impedance, defined as the dynamic relationship between position and force. Typically, an actuator is used to control the position of a single joint or multiple joints within the same limb. The actuator moves the joint through a prescribed series of motions, while the imposed displacements and corresponding forces are measured. System identification techniques are then used to fit dynamical models between the measured force(s) and displacement(s).

The actuator is often configured as a closed-loop position servo. It is supplied with a position command, and applies forces to the limb in such a way that the limb tracks the
desired trajectory. Thus, the dynamics of the limb must be estimated using data that were gathered in a feedback loop, thereby complicating the system identification process.

One approach to this problem involves using an actuator that is much stiffer than the joint that is being studied [1]. If the position of the joint is considered to be the system input, and that input is under direct control (via the stiff actuator), then the feedback has been effectively broken and the data can be treated as if they were gathered in open-loop conditions. Experiments such as this have been used to construct quasi-linear models of the impedance of individual [2]–[4] and multiple [5]–[7] joints under a variety of conditions.

In contrast to the control systems literature, where low-order parametric models are most commonly used, studies of limb impedance typically use nonparametric models in either the time or frequency domain to reduce the number of a priori assumptions made about the system structure. For example, in the time domain, finite impulse response (FIR) filters are often used to represent linear (or quasi-linear) systems, as their identification requires very little a priori information: typically just an upper bound on the memory length of the system. Furthermore, these nonparametric models can be readily extended to include certain types of nonlinearities. Indeed by using appropriately chosen block structured models, it has been possible to include the effects of reflexes in these models [8].

While this approach has been used successfully, it is suitable only for interactions with stiff environments and generally cannot be used to investigate limb mechanics during the vast repertoire of tasks that involve interactions with more compliant environments. More recent experiments have sought to characterize limbs as they interact with compliant environments [9]–[12], those that can be displaced when the limb applies a force. Under these conditions, the feedback through the actuator can no longer be ignored. Thus, the identification must be performed using closed-loop data, and employ techniques that will not be biased by the effects of the feedback.

Earlier studies [9], [10] employed transient inputs, and studied the responses directly without attempting to identify a model from the closed-loop data. More recently, system identification techniques have been used to construct non-parametric models in both the time [12] and frequency [11] domains. These studies both employed instrumental variable (IV) approaches in which the external command input was used as the instrument. While such IV methods are non-iterative and produce unbiased estimates, they are suboptimal in the sense that the variance of the estimates does not approach the Cramer-Rao lower bound [13].

System identification using closed-loop data has been extensively studied in the control systems literature using parametric methods [14], [15]. One of the main conclusions in [14] is that unbiased, efficient estimates of a system operating in feedback may be obtained directly from closed-loop data, provided that the prediction error method (PEM) [13] is used with a suitably chosen (parametric) model structure. The model structure, as shown in Fig. 1, includes two subsystems: the deterministic dynamics, which map the controlled input to the measured output, and the noise model, which explains the noise in the measured output as the result of filtering an unmeasured white noise sequence through a stable, invertible filter. The inclusion of a noise-model in the closed-loop identification allows one to separate the contributions due to the external input from those due to noise propagating around the feedback loop.

While these parametric methods have been effective for control, physiological studies often require nonparametric methods to minimize the a priori assumptions that need to be made regarding the structure of the system under study. Such nonparametric identification methods are often used to identify models of joint dynamics, as they can more readily...
handle systems that have either long delays, or multiple delayed components (either of which can occur if reflexes are significant), than methods based on low-order parametric models. In contrast, there is little to be gained by using nonparametric noise models. In this paper, we will develop an algorithm for identifying a system consisting of a finite impulse response (FIR) model of the deterministic dynamics, and an Auto-Regressive Moving Average (ARMA) noise model. The prediction error will be shown to be linear in the tap-weights that describe the FIR filter, but nonlinear in the parameters of the ARMA noise model. Thus, a separable least squares algorithm will be used to identify the optimal parameters of both the deterministic and noise systems. This paper provides the details of this algorithm and evaluates its performance by estimating the dynamics of a simple mechanical system operating inside a feedback loop. Results of a pilot limb impedance study are also presented. Preliminary versions of some of these results have been presented in abstract form [16].

II. Theory

A. Deterministic and Noise Models

Given \( N \) equally spaced samples of a system’s input and output, \( u(t) \) and \( y(t) \), respectively, the objective of a system identification is to construct a model that predicts \( y(t) \), based on \( u(t) \), and perhaps the previous values of the output [13]. If the output is expected to be a possibly noise corrupted but otherwise linear function of the input, then the model structure shown in Fig. 1 can be used to describe the system,

\[
y(t) = G(q)u(t) + H(q)e(t)
\]

(1)

where \( G(q) \) and \( H(q) \) are (possibly infinite degree) polynomials in the backward shift operator, \( q^{-1} \). The noise in the output measurement, \( v(t) = H(q)e(t) \), is obtained by filtering an independent identically distributed (IID) sequence of random variables, \( e(t) \), with a stable and inversely stable filter, \( H(q) \).

In the control systems literature, it is common to estimate both \( G(q) \) and \( H(q) \). Given estimates, \( \hat{G}(q) \) and \( \hat{H}(q) \), of the plant and noise models, the one step ahead prediction error is given by [13]:

\[
e(t) = \hat{H}^{-1}(q)\left[y(t) - \hat{G}(q)u(t)\right]
\]

(2)

The prediction error method (PEM) uses an iterative optimization based approach to find estimates \( \hat{G}(q) \) and \( \hat{H}(q) \) that minimize the cost:

\[
V_N = \frac{1}{2N} \sum_{t=1}^{N} \varepsilon^2(t)
\]

(3)

Provided there is no under-modeling, minimizing \( V_N \) results in prediction errors that are white and uncorrelated with the input [13]. As such, the prediction error, \( \varepsilon(t) \), can be regarded as an estimate of the innovation, \( e(t) \).

In several fields, including biomechanics [1], it is common to fit only the deterministic system, \( G(q) \). Provided there is no feedback from \( y(t) \) to the input, \( u(t) \) will be uncorrelated with \( v(t) \), since it is independent of the innovation, \( e(t) \). As such, omitting the noise model
will not bias the estimate of $G(q)$. Furthermore, if the deterministic system is modeled as a finite impulse response (FIR) filter, it can be fitted using linear regression [17].

**B. Noise in Force and Position Signals**

When constructing a model, such as the block diagram in Fig. 2, the noise source must be placed at the correct point in the feedback loop. In joint dynamics experiments, the effects of voluntary contractions can provide a significant source of noise. Depending on the configuration of the actuator, this noise will appear primarily in either the force or the position measurements. Muscle contractions apply forces to a system consisting of the limb and actuator. When the actuator is much stiffer than the limb, changes in muscle force do not alter joint position. Voluntary interventions therefore appear as noise in the measured forces. The effect of the voluntary contractions does not appear in the measured position, and is not fed back to the controller. As a result, open-loop methods may be used, provided the position is treated as the input, so that the disturbance appears in the output signal.

In contrast, if the limb is much stiffer than the actuator, then the effects of voluntary intervention will appear as noise in the measured position. Unlike the previous case, this “noise” is included in the signal that is fed back to the controller. Thus, the system must be analyzed as a closed-loop system. Under both of these extreme conditions, the effect of voluntary contractions appears predominantly in only one of the two measured signals. Provided the noisy measurement is treated as the system output, unbiased estimates of the joint impedance can be obtained.

However, in cases where the mechanical properties of the actuator are on the same order of magnitude as those of the limb, noise will appear on both of the measured variables. Again, some form of closed loop identification method must be used, but it must also be to deal with noise in the input signal. While it may be possible to extend the closed-loop approach developed in this paper to deal with such “errors in the variables” problems [18], it is beyond the scope of the present paper.

**C. Closed Loop Identification**

If the system is in a feedback loop, such as that shown in Fig. 2, then the assumption that $u(t)$ and $v(t)$ are uncorrelated no longer holds. Indeed, the input to $G(q)$ is given by:

$$u(t) = \frac{F_c(q)}{1+F_c(q)G(q)}r(t) - \frac{F_c(q)}{1+F_c(q)H(q)}v(t)$$  \hspace{1cm} (4)

The correlation between the deterministic and noise inputs, $u(t)$ and $v(t)$, leads to a bias in the estimate of the deterministic part of the system when open loop methods are used [13]. However, Forssell and Ljung [14] demonstrated that unbiased estimates of both $G(q)$ and $H(q)$ could be obtained using PEM, provided that the control loop includes at least a one sample delay, and that both the deterministic and noise models are identified simultaneously.

The usual practice in the control systems literature, is to model the two sub-systems, $G(q)$ and $H(q)$, with recursive digital filters. While we will use a parametric description for $H(q)$, the deterministic dynamics will be modeled as a FIR filter. Thus,
for some finite memory length $T$. The measurement noise will be an Auto-Regressive Moving-Average (ARMA) process, since its exact structure is not relevant for most biomechanics studies and the use of a parametric noise model greatly simplifies the identification process. The formulation of this model is given by

$$G(q)u(t) = \sum_{k=0}^{T} g(k)u(t-k)$$  \hspace{1cm} (5)

The prediction errors will be given by:

$$v(t) = \frac{C(q)}{D(q)}e(t) = \sum_{k=1}^{n_c} c_k e(t-k) - \sum_{j=1}^{n_d} d_j y(t-j) + e(t)$$  \hspace{1cm} (6)

and the prediction errors will be given by:

$$e(t) = \frac{D(q)}{C(q)}(y(t) - G(q)u(t))$$  \hspace{1cm} (7)

The objective is to find $C(q)$, $D(q)$ and $G(q)$, that minimize $V_N$ in (3). In general, this is a nonlinear least squares optimization problem, and can only be solved using some form of iterative optimization. However, for any given choice of $C(q)$ and $D(q)$, the optimal $G(q)$ can be found in closed form, by using linear regression to fit a FIR filter between the filtered input and output,

$$u_f(t) = \frac{D(q)}{C(q)}u(t)$$  \hspace{1cm} (8)

$$y_f(t) = \frac{D(q)}{C(q)}y(t)$$  \hspace{1cm} (9)

Thus, the minimization of (3) can be split into two sub-problems. The first is a nonlinear minimization with respect to the parameters of the noise model,

$$\theta_n = [c_1 \ldots c_{n_c} d_1 \ldots d_{n_d}]$$  \hspace{1cm} (10)

which must be solved using iterative methods. Note that $c_0 = d_0 = 1$ are fixed, and hence not included in the parameter vector, $\theta_n$. The second problem is a linear least squares regression, which must be repeated each time the estimate of $\theta_n$ is updated, that is used to estimate the elements of the FIR filter, $G(q)$.

The nonlinear parameters are initialized to an initial guess. In practice, we set $C(q) = D(q) = 1$. Thus,
Then, an iterative search is used to find the optimal $\theta_n$. For example, the nonlinear parameters can be updated using a Levenberg-Marquardt step [13]:
\[
\theta_n^{(j+1)} = \theta_n^{(j)} + (J^T J + \delta I)^{-1} J^T \varepsilon
\] (12)

where $\delta$ is a parameter that alters the convergence speed and stability of the iterative algorithm, and $J$ is the Jacobian of the model output, a matrix with entries:
\[
J(t, k) = \frac{\partial y(t)}{\partial \theta_n(k)}
\] (13)

The difficulty, is that changing the parameters in $\theta_n$ can result in changes to the FIR filter. This dependency must be included in the partial derivatives.

Ruhe and Wedin [19] derived 3 algorithms for such separable problems (which include the separable least squares [20] problem as a special case). Let $J_f$ be a matrix containing the partial derivatives of the prediction error with respect to the FIR filter coefficients, thus
\[
J_f(t, k) = -u_f(t - k).
\] (14)

Similarly, let $J_n$ be a matrix containing the partial derivatives of the prediction error with respect to the parameters of the noise model, assuming that the deterministic FIR dynamics remain fixed. The columns due to the numerator coefficients are:
\[
J_n(t, k) = \frac{\partial \varepsilon}{\partial g_k} = \frac{-1}{C(q)} \varepsilon(t - k)
\] (15)

Similarly, the columns due to the denominator coefficients are:
\[
J_n(t, n_c+k) = \frac{\partial \varepsilon}{\partial d_k} = \frac{1}{C(q)} (y(t - k) - G(q)u(t - k))
\] (16)

Following Ruhe and Wedin [19], the Jacobian for the separated problem, where $G(q)$ is treated as a function of the noise model, can be approximated by:
\[
J = Q_f J_n
\] (17)

where $Q_f = I - J_f (J_f^T J_f)^{-1} J_f^T$ is a projection orthogonal to the columns of the linear Jacobian, $J_f$. This separated Jacobian can then be used in the Levenberg-Marquardt step (12).
It is possible to choose the value of $\delta$ in (12) such that the cost function, $V_N$, either decreases or remains constant after each iteration. As a result, it is possible to guarantee convergence to a local minimum. As with all gradient-based optimization schemes, one cannot guarantee that the minimum that was found is the global minimum.

III. Methods

A. Experimental

Details of the experimental apparatus have been reported previously [21], [22]. Briefly, a linear motor (Copley Thrust-Tube TB3806; Copley Controls, Canton, MA) was controlled using an admittance controller implemented on a PC running Matlab xPC (The Mathworks, Natick, MA). This system also was used for data collection. The actuator position was measured using a linear encoder (RGH24; Renishaw, Gloucestershire, UK) with a resolution of 1 $\mu$m, while applied forces and moments were measured by a load cell (67M25; JR3, Woodland, CA) attached to the actuator. This sensor has a force range of ±200N, and a moment range of ±12Nm with an accuracy of better than 0.05N. Motor control and data acquisition occurred at 5kHz. The analog force signals were sampled by a 16-channel, 16-bit data acquisition system (PCI-DAS1602/16; Measurement Computing, Middleboro, MA). Prior to sampling the force signals were anti-alias filtered using custom-built, differential input, 4th order Bessel filters with a cutoff frequency of 500 Hz.

The admittance controller simulated an environment consisting of mass, spring and damper:

$$H_e(s) = \frac{1}{M_e s^2 + B_e s + K_e}$$  (18)

As shown in Fig. 3, the input to $H_e(s)$ was the force measured by the load cell. Its output, a stimulated position, was used as the command signal for the actuator, which was itself configured as a position servo. Thus, the actuator would produce a response that simulated interaction with the environment $H_e(s)$. Note that if the environmental stiffness is very large, then $H_e(s)$ has a near-zero gain, and the system approximates a pure position servo, tracking the input perturbation, $x_p(t)$.

In the configuration illustrated in Fig. 3, the input to the plant is a force (or torque), $f(t) + f_v(t)$, which produces an output position (or angle) signal, $x(t)$. Thus, these experiments directly identify the plant’s admittance, $G(s)$, defined as the dynamic inverse of its impedance. This formulation was previously used by de Vlugt et al. [11], in their closed-loop investigations. The controller, $F_c(s)$ in Fig. 2, is realized using the feedback loop involving the actuator $H_{act}(s)$ and the virtual environment, $H_e(s)$. The signals $f_v(t)$ and $v(t)$ represent noises in the force and position measurements, respectively. As these are expected to be dominated by the effects of voluntary contractions, one can expect $v(t)$ to predominate when the controller is simulating a compliant environment, whereas $f_v(t)$ will be significant when a stiff controller is used, as discussed in Sec. II-B. Since $f_v(t)$ and $v(t)$ are likely to be non-white, they can each be modeled as the output of a noise model, as in Figs. 1 and 2.

B. Mechanical System

In one set of experiments, a pair of springs (260 N/m) and a mechanical damper (AirPot 2KS95; AirPot Corporation, Norwalk CT) were attached between the load cell and the frame surrounding the actuator, aligned with the linear motion of the actuator. This system was used to validate the results produced by the closed-loop identification technique, under a variety of virtual environments produced by the admittance controller.
The mass-spring-damper system was identified using a Gaussian white-noise perturbation, filtered with a second-order Butterworth low-pass filter with a cut-off frequency of 10 Hz. The filtered perturbation was then scaled so that it had a standard deviation of 0.5mm. This signal was sent as a position command, $x_p(t)$ in Fig. 3, to the admittance controller, which was set to simulate a critically damped mass-spring-damper system, with a virtual mass of $M_e = 1$ Kg, and spring constants of $K_e = 50,000$, 200, 10 and $-200$ N/m. The position measurement (which was also fed back to the controller) was corrupted with an independent Gaussian noise signal, filtered to a bandwidth of 5 Hz, and scaled so that the ratio of the command position to the position noise was 13 dB. Three trials were performed with each controller. Trials lasted 30 seconds, and were sampled at 5000 Hz. The input perturbation was zeroed for the first and last second of each trial, leaving 28 seconds of input/output data.

The data were decimated to obtain a sampling frequency of 200 Hz. Note that the decimation also included an 8'th order low-pass filtering, with a cut-off frequency of 80 Hz. Transients were removed from both ends of the data (due to the use of zero-phase filters), prior to the analysis. This left 4400 input/output data points, 3900 of which were used for identification, while the remaining 500 points were used for model validation.

C. Limb Impedance

In the second set of experiments, the linear motor was used to perturb the upper arm of a volunteer subject. The subject gave written informed consent and was free to withdraw at any time. The protocol was approved by the Northwestern University Institutional Review Board.

The motor was oriented orthogonal to the forearm and the upper limb was strapped into an adjustable trough to restrict motion to the elbow joint only. A custom-fitted fiberglass cast extending from the fingers to the middle of the forearm was used to maintain the wrist joint in a neutral position and to attach the forearm to the actuator via an aluminum plate epoxied under the cast and a precision bearing centered at the wrist. This configuration allowed rotation only in the horizontal plane.

The input perturbation was a white Gaussian noise signal, low pass filtered by a second-order Butterworth filter with a 5 Hz. cutoff frequency, and scaled so that its standard deviation was 3mm. This command signal was sent to the admittance controller, which was programmed to simulate one of two virtual mass, spring and damper systems. The stiff environment had a spring constant of $K_e = 50$ KN/m, whereas the compliant environment simulated a spring constant of $K_e = 20$ N/m. Both virtual systems included a 1.5 Kg mass, and a damping constant chosen to achieve critical damping.

The force measured by the load cell was low pass filtered, and presented to the subject on a monitor, together with a target force level of 0, 5, 10 or 15% of their maximum voluntary contraction (MVC). In most trials, the subject was instructed not to react to the perturbation, but to maintain the same contraction level throughout. In the last three trials, these instructions were reversed, and the subject was asked to attempt to compensate for the perturbation, and match the target level as closely as possible throughout the trial. These latter instructions were used to assess the influence of voluntary interventions, and the associated noise, on the estimation process.

D. Analytical Methods

In all cases, models were fit between the measured force and position signals using the direct closed-loop algorithm proposed herein. These models will be referred to as closed-loop FIR/ARMA models.
The model structure was determined empirically. Initially, a long impulse response with a high-order noise model was fitted. The prediction errors were checked for whiteness, and lack of causal correlation with the force signal. The IRF length and ARMA model orders were reduced until significant correlations were noted in the residuals, or between the residuals and past values of the input force signal, either of which would indicate omissions in the model structure. The final model structure included the shortest IRF length and lowest order ARMA noise model that produced acceptable residuals.

These models were compared to several alternate model types. Ordinary least squares was used to fit FIR filters with the same memory length as the FIR/ARMA models. These will be referred to as open-loop FIR models. To compare the predictive power of the open-loop FIR models and the closed-loop FIR/ARMA models, two intermediate models were also considered. First, the MATLAB system identification toolbox was used to fit an ARMA noise model, of the same order as that used in the closed-loop FIR/ARMA model, to the residuals resulting from the open-loop FIR model. These open-loop FIR/ARMA models could be directly compared to the closed-loop FIR/ARMA models, since they had identical structures (i.e. FIR filter lengths, ARMA model orders). Similarly, removing the noise model from a closed-loop FIR/ARMA model, results in an FIR model that had been identified using closed-loop techniques, which can then be compared directly to an open-loop FIR model.

For comparison purposes, models were also fitted using 2 standard approaches for closed-loop systems.

- A parametric Box-Jenkins model was fitted using the bj routine in the MATLAB system identification toolbox. Aside from the use of a recursive filter instead of a non-parametric impulse response, this model structure is the same as the FIR/ARMA structure proposed in this paper, so the two models may be compared directly.

- A FIR model was fit using the position command signal as an instrumental variable, using the technique described in [12]. As with the open-loop FIR model, the IV-FIR model was augmented with an ARMA noise model, for comparison purposes.

The predictive power of the models was evaluated by comparing the mean squared errors (MSEs) of their outputs, evaluated on separate validation data which had not been used in the training of the models. These were then normalized with respect to the variance of the measured output, resulting in normalized mean squared errors (NMSEs).

IV. Results and Discussion

A. Mechanical System

When fitting the closed-loop FIR/ARMA model, as described above, the final models comprised a 151 sample (i.e. 0.75 second) IRF and a noise model with 11 poles and 10 zeros. In each case, the Levenberg-Marquardt algorithm converged in 20–25 iterations. Results from a typical trial are shown in Fig. 4. The upper panel shows the IRF of the system, while the lower panel plots the magnitude of the noise model’s frequency response.

The residual correlations from this model are shown in the upper row of Fig. 5. The residuals appear to be white and not causally correlated with the input. The significant input/residual correlations at negative lags (note the large positive peak 1 sample to the left of \( \tau = 0 \)) indicate the presence of feedback. When there is feedback (and the controller includes a delay), the current value of the controller output depends on past values of the measurement.
noise. If the prediction errors are white, the current value of the prediction error will be uncorrelated with the past of the measurement noise, and hence with the current value (and past values) of the controller input. However, the current prediction error, that component of the measurement noise that cannot be predicted from its past values, will influence future values of the measurement noise, and hence future values of the controller output, generating this apparently anti-causal correlation between the prediction errors and the controller output/plant input.

When the open-loop algorithm was used (lower row), the noise model was still able to produce reasonably white residuals, as seen in the residual auto-correlation, but there were significant correlations, both causal and anti-causal, between the input and the residuals. Significant correlations between the past inputs and current residuals indicate that errors in the FIR component of the model.

It was necessary to use a high-order noise model (11 poles, 10 zeros), in order to produce uncorrelated residuals. When lower order models were used, the residual auto-correlation contained several peaks outside of the 99% confidence bounds. The need for a high-order noise model is likely due in part to the effects of an 8’th order anti-aliasing filter used during decimation.

One should also note the sharp peak at 60 Hz, in the lower panel of Fig. 4. This is almost certainly power-line interference affecting the measured force signal (since it is the only analog measurement). Including the effects of this noise source likely added to the complexity of the noise model.

Several models were fitted to each dataset: open and closed loop FIR models and and open and closed loop FIR/ARMA models, as well as parametric Box-Jenkins models, and FIR/ARMA models fitted using an instrumental variable approach. The normalized mean squared prediction errors from each model structure, and each experimental trial, are plotted in Fig. 6. In all cases, the closed-loop FIR/ARMA model produced the smallest prediction errors. The FIR/ARMA models identified using either IV or open-loop least squares methods, produced NMSEs that were approximately 2–3 times larger. The Box-Jenkins model produced prediction errors that were about an order of magnitude larger than those due to the closed-loop FIR/ARMA model. In addition, the residual correlations, shown in the upper left panel of Fig. 7, indicated the presence of significant under-modeling. All of the models that included noise models significantly out-performed all of the models that did not.

The NMSEs reported in Fig. 6 should be interpreted with care. The FIR models all resulted in 3–4% NMSE in the validation data, which is consistent with the approximately 13 dB SNR expected in the data. The inclusion of a noise model dramatically reduced the NMSE in all cases. Ideally, this should result in prediction errors equal to the white noise source that was filtered and scaled to produce the measurement noise, and should therefore have the same variance in each experiment, which was nearly the case for the closed-loop FIR/ARMA models. The very small prediction error magnitudes can be attributed to the relatively high sampling rate, 200 Hz after decimation, as compared to the 10 and 5 Hz bandwidths of the input and noise signals, respectively.

The left panel of Figure 7 compares the impulse responses (IRFs) of identified models of the mechanical system, averaged across all experimental trials. The IRF in the closed-loop FIR/ARMA model is the most likely to be correct, since the prediction errors due to this model were the smallest, see Fig. 6, and since they were not causally correlated with the control input. The input-residual correlations for the closed and open loop FIR/ARMA models are plotted in the right panels of Fig. 5, whereas those from the BJ and IV models appear in the
right panels of Fig. 7. The large input residual correlations in the open loop, BJ and IV models suggest that there are modeling errors or biases in their estimates of the deterministic subsystem, which show up as differences between these models and the IRF estimated using the closed-loop approach. In the case of the BJ model, this is likely due to an undermodeling of the system. The reported results used a second-order deterministic system, which would be expected for a mass-spring-damper. Although increasing the model order reduced the correlations, they could not be eliminated, at least with models of 20th order or less.

B. Elbow Dynamics

The FIR and FIR/ARMA model types were fit to the data resulting from the elbow experiments. In this case, the models included a 301 sample (1.5 second) FIR filter complemented with an ARMA noise model. When the stiff controller was used, an order (10,11) noise model was able to reproduce the noise spectrum. However, when the compliant controller was used, the order of the noise model had to be increased to (16,16). The prediction accuracy of these models was evaluated using the cross-validation data, and plotted in Fig. 8. Under all conditions, the closed-loop FIR/ARMA model provided the best predictions, followed by the open-loop FIR model augmented with an ARMA noise model. The closed-loop model often performed substantially better than even this model, sometimes by an order of magnitude. The two FIR-only models showed similar performance, one or two orders of magnitude worse than the models which included a noise component. The open-loop FIR model performed slightly better than the FIR component of the closed-loop model, under most conditions tested. Thus, the closed-loop FIR/ARMA model provided the best predictions, and this improvement is not simply due to the added parameters in the noise model, since better predictions were obtained when the FIR and ARMA components were identified simultaneously using separable least squares, rather than sequentially.

During the three trials displayed on the far right of Fig. 8, the subject was asked to react to the stimulus. As a result, the subject generated relatively large contractions, which were delayed beyond the memory length of the identified models. Although these voluntary contractions increased the size of the prediction errors, this increase was much less dramatic with the closed-loop algorithm than it was with the other models.

In addition to the open and closed-loop admittance models, open loop impedance models were also fitted to each trial. The impedance models were inverted, so that they could be compared to the FIR elements in the admittance models. Figure 9 shows Bode magnitude plots for the 3 models obtained from both Trials 11 (upper panel, $K_{env} = 50 \text{ KN/m}$) and 15 (lower panel, $K_{env} = 20 \text{ N/m}$). In both trials, the background contraction was 5% of MVC. In both cases, the deterministic part of the closed-loop FIR/ARMA model resembles a slightly underdamped, second-order system, with a resonant peak at about 2.5 Hz, and near constant gain at lower frequencies. These are consistent with the results reported in [23]–[25]. In both trials, the open-loop admittance models models captured the resonant peak, and subsequent roll-off, but also included unexpected dynamics at low frequencies. As expected, the inverse impedance model had reasonable dynamics when it was obtained in the stiff environment. However, the inverse impedance model contained unexpected low frequency dynamics when identified in the compliant environment. Thus, in addition to providing more accurate predictions than the other models, the closed-loop FIR/ARMA model was the only one that was also physically reasonable when identified in the compliant environment.

When the background contraction level was increased, similar results were noted in the compliant environment (not shown). In the stiff environment, the inverse stiffness continued to yield reasonable models, even when the background contraction level was increased to 10 or 15% MVC. However, the closed-loop admittance model began to show significant bias.
Again, this is expected since the noise in the stiff environment is largely present in the torque signal, which is the input to the admittance model. Once this noise level becomes significant, noticeable bias appears in the model.

Finally, statistical validation tests were applied to the closed-loop models, as discussed in Section III-D. Figure 10 shows the results from Trials 11 (upper 2 panels) and 15 (lower 2 panels). The grey rectangles represent 99% confidence bounds around zero. With one exception at $\tau \approx 0.45$ s in the upper plot, the residual autocorrelations (left) remain inside the 99% confidence bounds, shown as gray rectangles, indicating that the prediction errors are statistically equivalent to white noise, hence suggesting that the noise models are correct. Similarly the input/residual cross-correlations remain well inside the 99% bounds for $\tau \geq 0$, suggesting that the control input is uncorrelated with the past prediction errors, and hence that the deterministic systems is not missing any significant dynamics. The presence of much larger correlations at negative $\tau$ values suggests the presence of feedback.

When the background contraction level was increased to 10 and 15% MVC, the validation plots from the compliant trials remained essentially the same. However, in the stiff environment the residual correlations crossed significantly outside of the 99% confidence bounds (not shown), indicating bias in the models. In the stiff environment, we expected the effects of voluntary contractions to appear predominantly as noise in the torque signal, which is the input to the admittance model. Thus, we expected biased estimates in the stiff environment, and that the bias would increase with the level of background contraction.

V. Conclusions

An algorithm for the identification of FIR systems operating in closed loop was developed. It is a direct application of the prediction error approach, and includes an ARMA model of the prediction errors. This resulted in an optimization problem that could be solved efficiently using a separable least squares approach.

The algorithm was validated using an experimental study on a simple mechanical system operating in closed loop with a variable admittance controller. It was shown to produce unbiased estimates of the plant dynamics under all tested conditions, even when the measurement noise was non-white.

A pilot application to the study of joint dynamics in both stiff and compliant environments was undertaken. It was shown that the closed-loop algorithm could produce reliable estimates of joint dynamics under compliant conditions. Accurate estimates were also obtained under stiff conditions, but only when the background contraction was relatively low. In this case, the background contractions enter the system as a torque perturbation, which appears at the input to the plant admittance, and hence bias the resulting model. As the environment shifts from being compliant to being stiff, relative to the limb dynamics, the effect of voluntary contractions shift from the output to the input of the admittance model, resulting in biases in the resulting estimates. If the background contractions are relatively small, the bias may be insignificant. More sophisticated methods, likely based on total least squares, will be needed to deal with these intermediate cases, especially when the subject is producing relatively large contractions.

One limitation of the present study, is that the analysis is confined to linear systems. It is well known [1] that limb impedance can be strongly nonlinear. In the present study, a broad band excitation was used, as this is known to suppress the effects of reflexes [8], which are a major source of nonlinearity in the impedance. The present contribution is a necessary initial step in the development of a closed-loop nonlinear system identification algorithm, which
will be required in order to characterize the effects of reflexes as they interact with a wide variety of environments.
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Fig. 1.
Complete model of a linear system showing both the deterministic subsystem, and the noise model. The experimenter is assumed to have access to \( u(t) \) and \( y(t) \). The innovation input, \( e(t) \) is an unmeasurable sequence of independent, identically distributed random variables.
Fig. 2.
Block diagram of a linear feedback system, where $G(q)$ and $H(q)$ are the plant and noise models, and $F_c(q)$ is the controller.
Fig. 3.
Block diagram of an admittance control loop. The inputs are $x_p(t)$, the perturbation to the position command, that was used to identify the system, and $f_v(t)$ and $v(t)$, which are the disturbances, primarily due to voluntary contractions, in the force and position measurements, respectively. The measurements are $f(t)$, the force measured by the load cell, and $x(t)$, the position of the actuator. The admittance controller is realized using the inner feedback loop involving the Virtual Environment and the Actuator.
Fig. 4.
FIR/ARMA model identified for the mass-spring-damper system (M = 0.43 Kg, K = 520 N/m) operating in closed-loop. The upper panel shows the impulse response of the FIR model. The magnitude of the ARMA noise model gain is shown in the lower panel. Note that the innovation, \( e(t) \), which is the unmeasured input to the noise model, has been arbitrarily assigned the same units as the measured position. Thus the gain is unitless.
Fig. 5.
Residual correlations used to validate the FIR/ARMA models of the mechanical system identified using both open-loop (bottom row) and closed-loop (top row) approaches. The shaded regions show 99% confidence bounds around zero.
Fig. 6.
Prediction accuracy in validation data. Under all conditions tested, the FIR/ARMA model produced significantly more accurate predictions than any of the other model structures.
Fig. 7.
Impulse responses of the Mass-Spring-Damper system, estimated using the techniques reported in Fig. 6 (left) and the input-residual cross-correlations produced by the Box-Jenkins and Instrumental Variable models (upper and lower right, respectively).
Fig. 8. Prediction accuracy in the validation data. Trials are arranged in increasing order of contraction levels, with three trials each at 0, 5, 10 and 15% MVC. The 3 rightmost results were obtained in the compliant environment and a 5% MVC contraction, but unlike the rest of the trials, where the subject was instructed not to react to the perturbation, the subject was intervening throughout these trials. The arrows indicate the results from Trials 11 and 15, which are presented in detail in Figs. 9 and 10.
Fig. 9.  
Models of elbow admittance, obtained from trials 11 (top panel) and 15 (lower panel)
Fig. 10. Correlation tests of model validity applied to the data from trials 11 (upper row) and 15 (lower row). The shaded regions show 99% confidence bounds around zero. The right hand panels show the auto-correlation of the prediction errors, while the lower panels show the cross-correlation between the input and the residuals. Significant correlations at negative lags indicate the presence of feedback.